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ABSTRACT
Optical image stabilizers (OIS) are widely used in digital cameras to
counteract motion blur caused by camera shakes in capturing videos
and photos. In this paper, we sought to expand the applicability of
the lens-shift OIS technology for metric depth estimation, i.e., let
a RGB camera to achieve the similar function of a time-of-flight
(ToF) camera. Instead of having to move the entire camera for depth
estimation, we propose DoCam, which controls the lens motion in
the OIS module to achieve 3D reconstruction. After controlling the
lens motion by altering the MEMS gyroscopes readings through
acoustic injection, we improve the traditional bundle adjustment
algorithm by establishing additional constraints from the linearity
of the lens control model for high-precision camera pose estima-
tion. Then, we elaborate a dense depth reconstruction algorithm to
compute depth maps at real-world scale from multiple captures with
micro lens motion (i.e., ≤ 3 𝑚𝑚). Extensive experiments demon-
strate that our proposed DoCam can enable a 2D color camera to
estimate high-accuracy depth information of the captured scene by
means of controlling lens motion in the OIS. DoCam is suitable for
a variety of applications that require depth information of the scenes,
especially when only a single color camera is available and located
at a fixed position.

CCS CONCEPTS
• Information systems → Mobile information processing systems;
• Computing methodologies → Computational photography; •
Computer systems organization → Embedded systems.
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1 INTRODUCTION

Figure 1: Working principle of lens-shift based OIS models

Motivation: Three-dimensional vision is particularly important
and has become absolutely critical to enabling exciting applications,
such as navigation and indoor localization [20], 3D display [9],
scene understanding [54], and augmented reality [48]. Measuring
distance relative to RGB cameras remains difficult, and now the best
option for retrieving depth is to use active ranging sensors such as
structured light sensors and 3D Time of Flight (ToF) sensors [15].
However, these active ranging sensors on the existing mobile devices
still have some limitations. The depth of field for acquiring usable
data is about one meter for a structured light system [37], which
leads to its use only in specific application scenarios, such as face
recognition. LiDAR sensors and infrared ToF sensors are sensitive to
the ambient light and cannot work well in outdoors scenarios because
high intensity sunlight can cause the sensor pixels to quickly saturate
and fail to detect the actual light reflected off the object [56].

Stereo or multi-view based depth estimation methods [18, 30]
provide the ability to estimate depth using RGB cameras, by means
of using multiple cameras or moving a single camera to capture
images from different views and combining camera projective ge-
ometry to achieve depth estimation. Unfortunately, these methods
are limited in the scenarios where multiple cameras are not available
and cameras cannot be moved (e.g., fixed surveillance cameras). The
deep learning-based approaches [29], which predict depth from a
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Figure 2: (a) DoCam applies acoustic injection to alter MEMS gyroscope readings in order to adjust lens position in OIS-supported
cameras. (b) Structure from OIS-controlled Motion (SfOM) algorithm is proposed to recover the accurate camera poses, and high
quality dense depth map can be estimated. (c) DoCam can facilitate many applications

single RGB image, have an obvious drawback – it cannot determine
the scale. Moreover, the performance of these supervised learning
approaches is unstable due to their strong dependence on the distri-
bution of the training dataset. In this paper, we focus on dense depth
estimation from a single OIS-supported RGB camera. Even when
the camera position is nearly static during capture, the depth map
can also be reconstructed at real-world scale.

Our ideas: Optical image stabilizer (OIS) is a system commonly
used in digital RGB cameras to reduce the effects of blur due to
hand shake. Take a smartphone camera with OIS as an example,
Fig. 1 presents an illustrative example of the lens-shift OIS archi-
tecture [26]: the camera movement is detected by the on-board
gyroscope (Fig. 1(b)), and OIS actuator then moves the lens position
with translational displacements to compensate the unwanted camera
shake (Fig. 1(c)). Having the ability to control OIS means that we
can program the lens to move precisely, which allows us to develop
many applications such as generating super-resolution images [24],
equatorial gauges [36], light filed camera [35], etc.

In this study, we develop a Depth sensing system with an OIS-
supported Camera system, referred to as DoCam, which achieves the
depth estimation in a single RGB camera without additional move-
ment of the the entire camera. However, developing the proposed
DoCam system impose a number of challenges.

Challenges: (1) Existing 2D color cameras that support OIS tech-
nologies on the market, such as surveillance cameras, smartphone
cameras, DSLR cameras, etc., do not provide APIs to control OIS via
programming. Therefore, we need to leverage the acoustic injection
based method [46, 47] to alter the readings of the on-board MEMS
gyroscope to control the OIS. However, existing methods based on
phase modulation lead to frequent failures in our scenario due to the
strict requirement over phase alignment between the acoustic signals
and gyroscope readings. (2) The traditional multi-view geometry
approaches assume that the lens and the image sensor move simulta-
neously. In our system, only the movement of the lens is controlled
by the OIS, while the position of the image sensor is fixed. We need
to adapt the existing multi-view geometry model to fit our system
where only the lens moves. (3) For depth reconstruction, there is
no prior art computing multi-view geometry using lens motion, it
remains a challenge to incorporate OIS-controlled micro-scale lens

motion (i.e., ≤ 3 𝑚𝑚) into accurate camera poses for resolving
high-quality depth estimation.

Solutions: The challenges above are addressed as follows: (1)
Instead of using the phase modulation, we sought to realize the
smooth and stable control over the gyroscope readings, by using
the amplitude and frequency modulations to generate adequate and
suitable acoustic injection signals. The built-in or external speaker
is then used to drive the sensing mass (see Fig. 2(a)) by playing the
modulated acoustic signals for the implementation of moving the
lens in the OIS. (2) We propose a mathematical model to formulate
the relationship between lens motion and camera motion, i.e., cam-
era pose parameters, as the latter is widely used in the multi-view
geometry of computer vision. A two-stage camera calibration ap-
proach is applied to verify the modeled relationship between camera
pose parameters (intrinsic and extrinsic) and OIS control signals.
After the conversion, we can take advantage of precise control over
OIS and apply the model to implement depth estimation. (3) We
elaborate an accurate camera pose recovery scheme, called the struc-
ture from OIS-controlled motion (SfOM) algorithm, which leverages
the linearity of the OIS control model to impose constraints to facili-
tate the estimation of camera pose associated with lens motion. The
algorithm is proved to be effective in recovering the camera pose
and geometrically reconstructing the extracted local points as depth
information (see Fig. 2(b)).

Compared to existing works using visual geometry and alge-
braic methods which require hand motions (i.e., 10 𝑐𝑚) to produce
multi-view observations, controlling the OIS provides more pre-
cise information about the lens position and additional geometry
constraints to yields better performance of dense depth map esti-
mation. Also, DoCam can work together with the existing active
depth ranging hardware (e.g., Apple’s LiDAR sensor). Although
LiDAR can only obtain the depth information of sparse featured
points in outdoor scenes due to the strong ambient light interference.
Our proposed DoCam can utilize these sparse depth points for depth
calibration and obtain almost the same photo-consistent depth map
with higher estimation accuracy. Furthermore, our approach using
OIS is complementary to deep learning-based methods and can be
used to further improve these state-of-the-art solutions [27, 42, 52].
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Applications: The DoCam we propose can flourish abundant ap-
plications. In scenarios with fixed cameras, such as surveillance and
Internal Protocol (IP) cameras, DoCam can be used to reconstruct a
depth map of the shooting scene and perform indoor/outdoor object
localization ( 1st part of Fig. 2(c)). In scenarios with mobile cameras,
such as smartphone cameras, our system can realize liveness detec-
tion during face authentication (2nd part of Fig. 2(c), note that the
image is from [34]). With the precise photo-consistent depth map
output by our system, digital refocusing can also be achieved, i.e.,
changing a point or a plane of focus after taking a photo (3rd part of
Fig. 2(c)).

The main contributions of this work are as follows:
• We cleverly exploit the potential of the OIS techniques to

facilitate depth estimation in RGB cameras without adding
additional hardware. To the best of our knowledge, our pro-
posed system is the first to use lens motion in the OIS module
to achieve depth estimation.

• We are the first to propose the formulation which mathe-
matically model the conversion between camera poses and
lens motions, and further establish the relationship between
camera poses and the signals used to control the OIS dur-
ing the capture of multiple images. These constraints can be
leveraged in depth estimation.

• We develop a unified framework by which to estimate ac-
curate camera poses from image sequences with a micro-
scale stereo baseline for use in high-quality depth estimation.
Specifically, the bundle adjustment is reformulated by ap-
plying constraints on the multi-view geometry and the OIS
controlling signal.

• We prototype the DoCam on an Android smartphone (Xiaomi
10 Ultra). Evaluation results demonstrate the accuracy of
depth from our DoCam system, additional experiments also
are conducted to verify the effectiveness of three application
scenarios based on DoCam.

2 RELATED WORKS
2.1 Optical Image Stabilization
There are two main methods to implement the OIS system: lens shift-
ing and sensor shifting [26]. In the lens shifting method, the image
sensor is fixed to the bottom of the camera case and the lens under-
goes translational movement. In the sensor shifting method, the lens
is fixed and the CMOS sensor undergoes translational movement.
Sensor shifting is a DSLR technology that is also more complex and
expensive [8], and a very small number of smartphone cameras (e.g.,
iPhone 12 Pro Max) use the sensor-shift compensation OIS scheme.
Therefore, considering that the vast majority of surveillance cam-
eras, Internet Protocol (IP) cameras [11], and smartphone cameras
on the market use the lens shift compensation method, in this work,
we focus exclusively on lens-shift OIS modules that move the lens
horizontally and vertically.

2.2 Acoustic Injections on MEMS Sensors
Researchers have demonstrated that MEMS gyroscopes and ac-
celerometers can be affected by acoustic signals [40, 46, 47], and
several researchers have exploited this phenomenon to implement
various types of attack. In [40], researchers demonstrated a denial

of service (DoS) attack using resonant acoustic signals to facil-
itate the intentional crashing of drones. In [46], researchers pro-
posed output biasing and output control attacks to compromise the
integrity of MEMS accelerometer readings. In [47], researchers
achieved implicit control over a variety of real-world systems via
non-invasive attacks targeting embedded inertial sensors. In [32] and
[2], researchers demonstrated the feasibility of using inertial sensors
in smartphones to eavesdrop on speech signals. Note that in the
works described above, a high-power loudspeaker (e.g., 50𝑊𝑎𝑡𝑡) is
required to generate acoustic injection signals of sufficient to enable
attacks from a distance. In this study, we manipulate the position of
the lens in the lens-shift-based OIS module by injecting an acoustic
signal in order to alter the readings of the built-in MEMS gyroscope
. We also test mainstream OIS-supported cameras and prove the op-
portunities that the built-in speaker is close enough to the on-board
gyroscope to enable its use in driving the MEMS sensors.

2.3 Depth from a RGB Camera
Monocular depth estimation methods are proposed to predict the
depth value given a single RGB image. Such techniques pose the
problem as end-to-end supervised deep learning [17, 28, 29, 53]
models and have seen significant progress. By learning priors about
objects and their relative positions, these networks reach remarkably
good performance in restricted evaluation scenarios such as indoor
and driving scenes. However, the accuracy of monocular depth esti-
mation on learned scenery data drops considerably for shots taken
in a different landscape. Another problem of the single image based
methods is that they lack absolute depth information at the world
scale, and all their output depth information is relative.

Monocular stereo based solution has led to renewed interest
that estimates depth information from a video sequence captured
when a single camera is moved. Conventional structure from mo-
tion (SfM) [38] and multi-view stereo (MVS) approaches [39, 55]
assume that a good 3D reconstruction can be obtained with alge-
braic methods, which in turn depend on adequate baselines (distance
between the first and the last frames), but such images with wide
baselines (e.g., 20 𝑐𝑚) are generally inconvenient for users to cap-
ture, especially in the mobile photography scenarios [50]. Several
researches [19, 25, 57] have focused on estimating camera trajecto-
ries from image sequences captured while the camera was moved
slightly (e.g., 5 𝑐𝑚) and intentionally by hand. Accuracy in estimat-
ing a camera pose depends heavily on the initialization methods used
for bundle adjustment [41, 44]. Moreover, in scenes with limited
texture, it is difficult to extract a sufficient number of local feature
to perform bundle adjustment, such that the system falls into a local
minimum or fails to converge [45]. Thus, the methods mentioned
above are prone to failure resulting from inaccurate camera pose
estimates derived using bundle adjustment algorithms, especially in
the case of narrow baselines. Unlike previous studies, we employ the
OIS module to enable accurate control over lens motion and propose
a novel camera pose recovery scheme called SfOM that reformulates
bundle adjustments by imposing constraints on the multi-view geom-
etry and OIS-control model. To the best of our knowledge, this is the
first study to demonstrate high-accuracy estimates of camera poses
based on a stereo baseline caused by lens motion and reconstruct
high-quality dense depth map.
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Figure 3: Relationship between offset angle of camera and lens
compensatory motion in OIS
3 PRELIMINARY ANALYSIS OF LENS-SHIFT

OPTICAL IMAGE STABILIZATION
We begin by formulating a lens-control model for the OIS based
on the relationships between offset angles and lens compensation
vectors. This initial work helps us to identify many of the challenges
involved in the further development the DoCam system. The cor-
rectness of the lens-control model is then verified by comparing our
camera pose results with those obtained using a two-stage camera
calibration algorithm.

3.1 Lens Controlling Algorithm in the OIS
There is no doubt that the OIS module can compensate for camera
translational displacement by moving the lens with the appropri-
ate distance in opposite directions, which prompts us to control
the accelerometer readings with acoustic injection and control the
lens motion in OIS modules. However, the resonant frequencies of
MEMS accelerometers (i.e., ≤ 17𝐾𝐻𝑧) fall in the audible frequency
band to the human ears [46], that makes such acoustic injection
signals very disruptive to the users. Unlike accelerometers, the reso-
nance frequencies of MEMS gyroscopes (18 ∼ 28 KHz) are in the
inaudible frequency band [47], especially for most adults. This is
also the main reason why acoustic-based works use signals in the
17 ∼ 24 𝐾𝐻𝑧 band for object tracking [33, 58] and imaging [59].

Therefore, in this paper, we decide to control the gyroscope read-
ings with acoustic injection (one example of acoustic signals injected
into gyroscopes is shown in Fig. 4), then further realize the lens mo-
tion control in OIS module. Before that, we must first model how
the OIS actuator moves the lens in translation to correct the camera
rotational displacement.

We use an example on the 𝑥−axis to prove that a linear model
can be used to link lens shift (Δ𝜃 ) to lens compensation (Δℎ). As
shown in Fig. 3(a), in the absence of camera shake, light source

Figure 4: Acoustic injection signals – sin tone waves at 18795𝐻𝑧.
The subfigure above shows the zoomed in acoustic signals of the
red box in the below
𝐴 is imaged at pixel point 𝐵 on the image sensor plane, such that:
ℎ𝑎
ℎ𝑏

=
𝐿𝑎
𝐿𝑏

, where 𝐿𝑎 refers to the distance between the focal point and
lens, and 𝐿𝑏 refers to the distance between the focal point and image
sensor. In the event of camera shake with rotational displacement
Δ𝜃 (see Fig. 3(b)), light source 𝐴 is mapped at point 𝐵′ with a shift
of Δℎ∗, causing the image to blur. Based on the geometry of optics,
moving mapped point 𝐵′ back upward to its original position 𝐵

requires moving the lens upward by Δℎ (see Fig. 3(c)). Thus, Δℎ
should satisfy the following formula:

ℎ′𝑎 + Δℎ

ℎ𝑏 − Δℎ
=
𝐿𝑎

𝐿𝑏
(1)

where ℎ′𝑎 can be obtained from the rotational displacement Δ𝜃 and
the depth information 𝑍 of the light source 𝐴:

ℎ′𝑎 = (ℎ𝑎 − 𝑍𝑡𝑎𝑛Δ𝜃 )𝑐𝑜𝑠Δ𝜃 (2)

Thus, we obtain the necessary lens shift as follows:

Δℎ =
ℎ𝑏 − ℎ𝑎𝑐𝑜𝑠Δ𝜃𝐿𝑏

𝐿𝑎
+ 𝑍𝑠𝑖𝑛Δ𝜃𝐿𝑏

𝐿𝑎

1 + 𝐿𝑎
𝐿𝑏

(3)

Considering that the size of the image plane on a CMOS image
sensor is normally far smaller than that of the lens module, and the
image plane is very close to the focal point of the lens module. Thus,
𝐿𝑎 ≫ 𝐿𝑏 . Also due to the small range of Δ𝜃 (≈ 0𝑜 ), the analysis
above leads to the following OIS control objective:

Δℎ =
ℎ𝑏 − ℎ𝑎𝐿𝑏

𝐿𝑎
+ 𝑍Δ𝜃𝐿𝑏

𝐿𝑎

1 + 𝐿𝑎
𝐿𝑏

=
𝑍Δ𝜃

1 + 𝐿𝑏
𝐿𝑎

= 𝑍Δ𝜃 → 𝑍𝑐Δ𝜃

(4)

where 𝑍𝑐 indicates the average constant depth in the weak perspec-
tive projection model [7], which assumes that all points on a 3D
object are at the same distance when the depth of the object along
the line of sight is small compared to the distance from the camera.

Thus, we can conclude that the lens movement required for trans-
lational control along the 𝑥−axis is linearly proportional to both
the offset angles (Δ𝜃 ) and distances Δ𝑑 with the constant terms (we
call them OIS parameters). This is the situation encountered in the
control systems commonly implemented for OIS modules in the
digital cameras [51].

3.2 Altering Gyroscope Readings with Amplitude
and Frequency Modulations

We have known that the OIS actuator adjusts the lens position accord-
ing to the offset angles, which are calculated by the integration of
the gyroscope readings. Thus, altering the gyroscope readings with
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(a) 6-axis IMU readings (b) Offset angles and distances

(c) Camera intrinsic paras

(d) Camera extrinsic paras

Figure 5: Corresponding results with a stationary Xiaomi 10 Ultra smartphone (fixed on the tripod) under the effects of acoustic
signals with frequencies of 18795𝐻𝑧 (start at 0.5 seconds, see Fig. 4) that played by the built-in speaker

acoustic injection is a direct means to control the lens motion. Ampli-
tude and phase modulations have been demonstrated on manipulat-
ing the gyroscope readings as the pre-defined values [46, 47]. Ampli-
tude modulation is easy to be implemented by adjusting the speaker
output power; however, phase modulation controlling method (also
called phase pacing in [47]) has two significant limitations in the
practical scenarios. One limitation is that the phase delay informa-
tion on the gyroscope readings is not a constant, and it needs to
be recalculated accurately before each control. The other is that
the performance of phase modulation is extremely dependent on
the accuracy of phase alignment between the acoustic signals and
gyroscope readings, even small errors can lead to sudden changes
in the angular value, making the movement of the lens uncontrol-
lable. Therefore, in this paper, we use the frequency and amplitude
modulations to achieve smooth control of gyroscope readings, and
further enable the OIS actuator to control the lens motion regularly
and stably.

A Xiaomi 10 Ultra with OIS camera is used as a test device here.
We first identify the resonance frequency (i.e., around 18.79𝐾𝐻𝑧)
of the built-in MEMS gyroscope via frequency sweeping [46]. We
then use the built-in speaker to play a .wav file of a sinusoidal
acoustic signal with frequency modulation of 2𝐻𝑧 shift, and the
detailed acoustic signals are shown in Fig. 4. Android APIs are used
to collect 6-axis IMU readings at a sampling rate of 200 𝐻𝑧, the
results of which are shown in Fig. 5(a). We find that the 3-axis read-
ings of the MEMS gyroscope are altered by the acoustic injection
with modulated frequency (2𝐻𝑧). We also observe that the 3-axis
readings of the MEMS accelerometer are altered by the acoustic
injection due to the similar sensing mass-spring structure [46]. To
obtain the rotational displacement, we employ a rectangle approx-
imation scheme based on the backward Euler method, as follows:
𝜃 (𝑘𝑇𝑠 ) = 𝜃 ((𝑘 − 1)𝑇𝑠 ) +𝑇𝑠𝜔 (𝑘𝑇𝑠 ), where 𝜔 (𝑘𝑇𝑠 ) for 𝑘 ∈ N+ is the
measurements from the gyroscope. And translational displacement
is calculated in the same way. The corresponding results are shown

in Fig. 5(b). In supplementary video 1, we demonstrate that the
position of the lens could indeed be controlled by the OIS module
through the frequency and amplitude modulations on the acoustic
injection signals played by the built-in speaker.

3.3 Conversion from Lens Controlling Signals to
Camera Pose Parameters

In this section, we aim at verifying the correctness of the linear
lens control model proposed above. Then, we examine changes
in camera pose parameters caused by OIS-controlled lens motion.
Camera calibration experiments are conducted to assess the impact
of lens motion on camera pose parameters (intrinsic and extrinsic
matrix). Specifically, we fix the Xiaomi 10 Ultra on the tripod and
synchronously capture frames at 30 frames per second of a standard
camera calibration checkerboard picture with the same acoustic
injection used in Fig. 5(a). Note that the lens move slowly with
2 𝐻𝑧, so we ignore the effect of rolling shutter in the stage of camera
calibration.

We first define some of the operations here. Based on the pinhole
camera projection model, 3D coordinates of a world point X =

[𝑋,𝑌, 𝑍 ]T and its corresponding 2D coordinates in image x = [𝑢, 𝑣]T
can be described as follows:

𝑠x = PX = KGX,𝑤ℎ𝑒𝑟𝑒 K =


𝑓 0 𝑐𝑥
0 𝑓 𝑐𝑦
0 0 1

 , G = [R|t] (5)

where 𝑠 is a scale factor, and P is the camera project matrix. For more
details in the P, K is the intrinsic matrix of a camera that contains
focal lengths 𝑓𝑥 and 𝑓𝑦 , principal points 𝑐𝑥 and 𝑐𝑦 . G is the extrinsic
parameters that represent the location of the camera in the 3-D scene
and are consist of rotation matrix R and the translation vector t.

1https://youtu.be/IZ1_tr5mquQ

https://youtu.be/IZ1_tr5mquQ


ACM MobiCom ’22, October 17–21, 2022, Sydney, NSW, Australia Hao Pan, et al.

When the OIS actuator moves the lens using relative translation
vector Δti = [Δ𝑡𝑖𝑥 ,Δ𝑡𝑖𝑦,Δ𝑡𝑖𝑧] from the timestamp 𝑖 to 𝑖 + 1, the extrin-
sic parameters have the following changes:

Gi+1 = [Ri+1 |ti+1] =
 R0

𝑡𝑥0 + Δ𝑡𝑖𝑥
𝑡𝑦0 + Δ𝑡𝑖𝑦
𝑡𝑧0 + Δ𝑡𝑖𝑧

 (6)

The image sensor is fixed to the bottom of the camera module; there-
fore, any movement of the lens also alters the principal point param-
eters (i.e., 𝑐𝑥 and 𝑐𝑦). For example, when the lens moves down/up
Δℎ along the 𝑦−axis, the 𝑐𝑦 parameter will decrease/increase by Δℎ

𝑝 ,
where 𝑝 is the physical length of each pixel edge (e.g., 10 𝜇𝑚) on
the image sensor. Therefore, the intrinsic parameters undergo the
following changes between timestamp 𝑖 to 𝑖 + 1:

Ki+1 =


𝑓 0 𝑐𝑖𝑥 +𝑚Δ𝑡𝑖𝑥
0 𝑓 𝑐𝑖𝑦 +𝑚Δ𝑡𝑖𝑦
0 0 1

 , 𝑤ℎ𝑒𝑟𝑒 𝑚 =
1
𝑙𝑝

(7)

We utilize a two-stage camera calibration algorithm to generate
the offset angles to lens motion vector (Δt𝑖 ) actuated by the OIS. For
initial calibration, the Camera Calibrator app in Matlab [31] is used
to calculate total camera projection matrix 𝑃 for each frame of a
checkerboard of known physical size. We then obtain the following
equations using the output projection matrix Pi, 𝑖 ∈ [0, 1, 2, 3, ..., 𝑁 −
1], and 𝑁 indicates the total number of frames,

Pi = KiGi

=


𝑓 𝑐0𝑥 +𝑚Δ𝑡𝑖𝑥 0
0 𝑓 𝑐0𝑦 +𝑚Δ𝑡𝑖𝑦
0 0 1


 R0

𝑡0𝑥 + Δ𝑡𝑖𝑥
𝑡0𝑦 + Δ𝑡𝑖𝑦
𝑡0𝑧 + Δ𝑡𝑖𝑧


(8)

where 𝑓 is the focal length, and 𝑐0𝑥 , 𝑐0𝑦 , 𝑡0𝑥 , 𝑡0𝑦 , 𝑡0𝑧 ,R0 are the camera
principal point parameters, translation vector, and rotation matrix
of the first frame. By jointly establishing equations with the output
camera project matrix, we can calculate the lens motion information
(translation vector) and the principal point parameters. Correspond-
ing results are shown in the Figs. 5(c) and 5(d). We also use the
regression method to fit the conversation function from the offset an-
gles (Δ𝜃 ) and distances (Δd) to the relative camera pose parameters,
and the results proved the effectiveness of the linear models which
obtained from the theoretical derivation.

Thus, once we obtain the lens control signals for a given period
(i.e., offset angle information derived from gyroscope readings and
offset distance information derived from accelerometer readings), it
is possible to derive the relative changes in camera pose as follows:

Δ𝑡𝑥 = 𝑎𝑥Δ𝜃𝑥 + 𝑏𝑥Δ𝑑𝑥 , 𝑎𝑥 > 0, 𝑏𝑥 < 0
Δ𝑡𝑦 = 𝑎𝑦Δ𝜃𝑦 + 𝑏𝑦Δ𝑑𝑦, 𝑎𝑦 > 0, 𝑏𝑦 < 0
Δ𝑡𝑧 = 𝑏𝑧Δ𝑑𝑧 , 𝑏𝑧 < 0
Δ𝑐𝑥 =𝑚Δ𝑡𝑥 , 𝑚 = 1/𝑙𝑝
Δ𝑐𝑦 =𝑚Δ𝑡𝑦, 𝑚 = 1/𝑙𝑝

(9)

where 𝑎𝑥 , 𝑎𝑦, 𝑎𝑧 , 𝑏𝑥 , 𝑏𝑦 are the coefficients of the OIS model, which
can be calculated in the two-stage camera calibration described
above. And𝑚 is known as the inverse value of the pixel length 𝑙𝑝 in
the image sensor which can be obtained from the datasheet. Note that
these OIS coefficients and camera parameters can help us to obtain
the lens motion information at the real-world scale, that means we

(a) Superimposed total read-
ings

(b) Readings caused by
acoustic injection

(c) Readings caused by
hand shake

Figure 6: Built-in gyroscope readings during the user handheld
the camera with the acoustic injection

can reconstruct the real depth information of the scene to the camera.
Also noteworthy that the depth estimation algorithm we describe in
Sec. 4 is also applicable to the uncalibrated OIS camera, since the
OIS coefficients can be resolved during the process of depth map
reconstruction.

3.4 External Camera Motion Caused by Handhold
Shooting

During the above preliminary experiments, we fixed the test camera
with a tripod and analyzed the OIS-controlled lens motion model
caused by altering the gyroscope readings. However, in addition to
the scenarios with fixed cameras, there also exists handheld shooting
scenarios, which means that the external camera shake caused by
handheld may also interfere with the camera poses. Fortunately, in
the depth estimation algorithm deign, we can ignore the external
camera motion generated when the camera is handheld due to the fact
that the OIS module can naturally compensate for subtle hand shake.
Fig. 6(a) shows the superimposed results of the built-in gyroscope
readings from the acoustic injection and the handheld camera. In
the case of small hand shake, we can directly analyze the fitted
sin-wave gyroscope readings in Fig. 6(b) to calculate the actual lens
motion, because OIS automatically compensates for camera shake
based on the shake information in Fig. 6(c). In Sec. 5.2.2, we will
demonstrate the effectiveness of OIS in compensating for additional
camera shake in the handheld shooting.

4 HIGH-QUALITY DEPTH
RECONSTRUCTION

For reconstructing dense depth maps from small baseline caused
by lens motion, we design a novel Structure f rom OIS-controlled
Motion algorithm (SfOM) to estimate the camera pose parameters.
A high-quality dense depth map is then reconstructed via the plane
sweeping [10] algorithm with the custom cost function.

4.1 SfOM: Structure from OIS-controlled Lens
Motion

To achieve the high-quality depth map estimation, it is extremely
important to recover the initial skeleton of the 3D structure as accu-
rately as possible. We first capture a reference frame with the lens
stationary and the offset frames with the OIS-controlled lens motion
caused by the acoustic injection. Then, we elaborate a novel bundle
adjustment to recover camera pose parameters and depth value of
sparse feature points with high accuracy based on geometric and
OIS-controlled model cues.
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(a) Optimized camera poses (b) Reconstrctured sparse point clouds (c) Output depth maps

Figure 7: Comparing reconstructed camera poses, sparse 3D point clouds and output depth maps with and without OIS-controlled
constraint in the bundle adjustment

4.1.1 Notation and Camera Geometry. We define 𝜋 as the
camera projection operator used to map a 3D point X = [𝑋,𝑌, 𝑍 ]T
to image coordinates x = [𝑢, 𝑣]T. Likewise, 𝜋−1 is defined to be
the back projection operator used to map pixel 𝑥 and inverse depth
𝑤 (= 1

𝑑
, and 𝑑 is the depth value) to a 3D point. Using the pinhole

camera model with intrinsic parameters K =


𝑓𝑥 0 𝑐𝑥
0 𝑓𝑦 𝑐𝑦
0 0 1

 and

radial distortion parameters d = (𝑘1, 𝑘2), we have the undistorted
coordinates:

x̂ =

[
𝑢 + 𝑢𝑘1 ( 𝑢𝑓𝑥 )

2 + 𝑢𝑘2 ( 𝑢𝑓𝑥 )
4, 𝑣 + 𝑣𝑘1 ( 𝑣

𝑓𝑦
)2 + 𝑣𝑘2 ( 𝑣

𝑓𝑦
)4
]T

(10)

and the camera projection and back projection operators:

𝜋 (X) =
[
𝑓𝑥
𝑋

𝑍
+ 𝑐𝑥 , 𝑓𝑦

𝑌

𝑍

]T
,

𝜋−1 (x̂,𝑤) =
[
𝑢 − 𝑐𝑥
𝑤𝑓𝑥

,
𝑣 − 𝑐𝑦
𝑤𝑓𝑦

,
1
𝑤
, 1
]T
,

(11)

The extrinsic matrix is represented using rigid body transform G =

[R|t]T. To find the image coordinates of point G in the frame 𝑖, we
chain the projection and transformation: (𝑢, 𝑣) = 𝜋 (G𝑖X), where 𝐺𝑖

is the 𝑖th camera extrinsic matrix.
Now, for the reference frame 𝐼0 and the 𝑖−th offset frame 𝐼𝑖 ,

assume that we have obtained the corresponding camera pose pa-
rameters K0, K𝑖 , G0, and G𝑖 . If we know the inverse depth 𝑤𝑖 of a
point x0 = (𝑢0, 𝑣0) in the reference frame, we can find it reprojected
coordinates in the 𝑖th offset frame:

x𝑖 =
[
𝑢𝑖

𝑣𝑖

]
= 𝜋𝑖 (G𝑖G−1

0 𝜋−10 (x̂0,𝑤0)) = 𝜋𝑖 (G0𝑖𝜋
−1
0 (x̂0,𝑤0)) (12)

using the notation G0𝑖 = G𝑖G−1
0 for the relative extrinsic matrix

between the reference frame and the 𝑖th offset frame.
Considering the condition that a user is handholding a camera to

take image sequences, the user’s hank shake will also affect the built-
in IMU sensor readings except the acoustic injection (see Fig. 6(a)).
However, the fact is that the OIS actuator can compensate for the
actual camera movement caused by the hand shake and make the
optical paths stable (see Fig. 3). Therefore, the lens motion caused by
the acoustic injection is the main component that affect the camera
pose parameters. According to the linear superposition of the force
driving on the MEMS sensing mass, we can simply extract the IMU
sensor readings caused by the acoustic injection (see Fig. 6(b)),

which will be used to model the lens motion. Therefore, we can
obtain the 𝐺0𝑖 as follows:

G0i = [𝑅(Δri) |Δt] =


1 −Δ𝑟𝑧
𝑖

Δ𝑟
𝑦

𝑖
Δ𝑟𝑧

𝑖
1 −Δ𝑟𝑥

𝑖

−Δ𝑟𝑦
𝑖

Δ𝑟𝑥
𝑖

1

Δ𝑡𝑥
𝑖

Δ𝑡
𝑦

𝑖
Δ𝑡𝑧

𝑖

 (13)

where Δ𝑟𝑖 → 0 is the relative angle vector (should be zero) caused
by the hand shake between the 𝑖th offset frame and the reference
frame, and Δt is caused by the lens motion controlled by the OIS
actuator with the acoustic injection component. We also obtain the
K𝑖 from the K0 as follows:

K𝑖 =

𝑓 0 𝑐𝑥 + Δ𝑐𝑥𝑖
0 𝑓 𝑐𝑦 + Δ𝑐𝑦𝑖
0 0 1

 , K0 =


𝑓 0 𝑐𝑥
0 𝑓 𝑐𝑦
0 0 1

 (14)

In this way, We can obtain the lens controlling signals with the sin-
wave-like gyroscope and accelerometer readings which are altered
by the acoustic injection, and estimate the camera pose parameter
with the linear model from Eqs. 9.

4.1.2 Feature Extraction and Tracking with Rolling Shutter
Compensation. To solve the camera pose recovery, the bundle ad-
justment framework requires a set of feature correspondences across
the image sequences. We initially utilize the well-known Harris cor-
ner [21] and Kanade-Lucas-Tomasi (KLT) tracker [43] to extract
sub-pixel corner features in the reference frame for tracking through
the sequence. Considering that rolling-shutter image sensors will
generate distortion when a moving lens is used to capture images,
and a small error in feature point tracking results can generate signif-
icant artifacts on the whole reconstruction especially in the condition
of narrow baseline. Therefore, the rolling shutter effect must be
corrected to minimize the error of camera pose estimation.

We model the continuous linear changes in lens translation actu-
ated by OIS, where the assignment of features was based on their
vertical position within the image. Note that this is achieved by
interpolating the translation vectors and principal points between
two successive frames. The translation vector and the coordinates of
features in two consecutive frames are modeled as follows:

t𝑖 𝑗 = t𝑖 +
𝑡𝑟𝑘𝑖 𝑗

𝑡𝑓
(t𝑖+1 − t𝑖 )

𝑢𝑖 𝑗 = 𝑢𝑖 𝑗 −
𝑡𝑟𝑘𝑖 𝑗

𝑙𝑝𝑡𝑓
(t𝑖+1 − t𝑖 )

(15)



ACM MobiCom ’22, October 17–21, 2022, Sydney, NSW, Australia Hao Pan, et al.

where ®t𝑖 𝑗 and 𝑢𝑖 𝑗 are the translation vectors and coordinates for
the 𝑗-th features on the 𝑖-th offset frame respectively. 𝑘𝑖 𝑗 stands for
the row number of each feature point, 𝑡𝑓 and 𝑡𝑟 are the frame time
and the shutter time interval, and 𝑙𝑝 is the pixel length of the image
sensor. Thus, the camera extrinsic 𝐺𝑖 𝑗 and the coordinates 𝑢𝑖 𝑗 are
updated to cancel out the rolling shutter effect.

4.1.3 Bundle Adjustment. We choose bundle adjustment to jointly
optimizes camera poses and inverse depth of tracked points, which
depends on a nonlinear optimization method by minimizing reprojec-
tion error [45]. In our geometric model based on the camera model
proposed in Sec. 4.1.1, we first use Eq. 10 to calculate the undistorted
coordinates ˆ𝑥𝑖 𝑗 for the 𝑗-th feature in the 𝑖-th offset image relative
to the center of the image. We then use the distance between the
undistorted coordinates of the extracted feature points (Sec. 4.1.2)
and the reprojection coordinates to represent the reprojection error of
𝑥𝑖
𝑗
. Finally, we formulate the bundle adjustment with the aim of min-

imizing the reprojection errors of all features in the non-reference
images:

argmin
K,R,t,W,O

𝑁−1∑︁
𝑖=1


𝑀−1∑︁
𝑗

𝜌 (𝑥𝑖
𝑗
− 𝜋𝑖 (G0𝑖𝜋

−1
0 (x̂0j ,𝑤 𝑗 )) + 𝛾 | |R𝑖 | |2

 (16)

where 𝑁 is the number of the captured images, 𝑀 the number of
extracted feature points, 𝜌 (·) the element-wise Huber loss func-
tion [23], K is the set of the intrinsic camera parameters for the
non-reference images, R and t are the sets of the rotation and trans-
lation vectors for the non-reference images, W is the set of inverse
depth values of the feature points, and O is the lens control parame-
ters (𝑎𝑥 , 𝑎𝑦, 𝑏𝑥 , 𝑏𝑦) (see Eqs. 9), and 𝛾 is the penalty weight which
is set as 0.5 here.

To obtain the initial parameters for bundle adjustment, we set the
rotation matrix caused by hand shake to zero. The focal length 𝑓𝑥 , 𝑓𝑦 ,
the principal points 𝑐𝑥 , 𝑐𝑦 , and two radial distortion parameters are
assigned values obtained from the camera calibration or the Android
APIs [3, 12]. For the lens control parameters O, if the OIS camera
has been pre-calibrated with the calibration algorithm described in
Sec. 3.3, we fix these parameters as the pre-calibrated results; if the
OIS camera is not calibrated, we set the lens control parameters at
𝑎𝑥 = 𝑎𝑦 = 0.001, 𝑏𝑥 = 𝑏𝑦 = 𝑏𝑧 = −0.001 as the initial values and
assigned 𝑝 a small value of 0.000001. For the inverse depths, we
assign a random value between 0.01 and 1.0 for each feature.

The major advantage of the proposed SfOM algorithm is the fact
that it does not fall into a local optimal solution or fail to converge
due to the inclusion of additional OIS-controlled constraints when
seeking to obtain camera pose parameters. Thus, even when working
with a micro-scale stereo baseline caused by the lens motion, we find
that our bundle adjustment can successfully converge with a reason-
able approximation for the camera pose parameters (see Fig. 7(a)),
and the high accuracy 3D reconstructions of the tracked sparse
feature points with minimal back projection error (see Fig. 7(b)).
The 3D points obtained in this step are subsequently used for the
high-quality dense depth map reconstruction (see Fig. 7(c)).

4.2 Dense Depth Reconstruction
Once the accurate camera pose parameters are obtained from the
previous stage, we base our dense depth reconstructions on the plane

sweeping algorithm [10]. For the 𝑘−th depth in 𝑛𝑘 sweeping depths,
all the images are warped by back-projecting them onto a virtual
plane at a given inverse-depth 𝑤𝑘 from the reference viewpoint,
and then projected onto the reference image domain. The plane-
induced homography 𝐻𝑖𝑘 that describes the transformation from
the reference image domain coordinates to the 𝑖−th offset image
domain coordinates when passing through the virtual plane at the
𝑘−th sweeping depth can be formulated by:

H𝑖𝑘 = K𝑖


1 −Δ𝑟𝑧

𝑖
Δ𝑟

𝑦

𝑖
+𝑤𝑘Δ𝑡

𝑥
𝑖

Δ𝑟𝑧
𝑖

1 −Δ𝑟𝑥
𝑖
+𝑤𝑘Δ𝑡

𝑦

𝑖

−Δ𝑟𝑦
𝑖

Δ𝑟𝑥
𝑖

1 +𝑤𝑘Δ𝑡
𝑧
𝑖

 K−1
𝑖 (17)

Using this homography, the 𝑖−th offset image 𝐼𝑝
𝑖

can be warped into
the reference image domain through the operation described by the
following formulation:

𝐼𝑖𝑘 (p) = 𝐼
𝑝

𝑖
(𝜋 (𝐻𝑖𝑘p)) (18)

After warping 𝑛 images, every pixel p in the reference image domain
has an intensity profile 𝑃 (p,𝑤𝑘 ) = [𝐼1𝑘 (p), · · · , 𝐼 (𝑁 )𝑘 (p)] for the
inverse depth candidate 𝑤𝑘 . And our matching cost 𝐶𝐼 for pixel p
and depth candidate𝑤𝑘 is defined as follows:

𝐶𝐼 (p,𝑤𝑘 ) = 𝑉𝐴𝑅( [𝜇1𝐼1𝑘 (p), · · · , 𝜇𝑁 𝐼𝑁𝑘 (p)])

𝑤ℎ𝑒𝑟𝑒, 𝜇𝑖 =
| |𝑡𝑖 | |∑𝑁
𝑖=1 | |𝑡𝑖 | |

𝑖 = 1, 2, ..., 𝑁 (19)

where 𝑉𝐴𝑅(·) is the variance calculation function. Unlike the prior
dense depth reconstruction work [19], we give a higher weight to the
offset frames that are further away from the reference frame. Given
the fact that in multi-view geometry, a narrower baseline leads to
lower certainty in the estimated depth since it is more sensitive to
perturbations in the projected point positions.

In order to enforce the matching fidelity on the edge regions of
the image, we introduce two additional costs 𝐶𝛿𝑢 and 𝐶𝛿𝑣 defined
as the horizontal and vertical gradients of the images, respectively.
And the comprehensive matching cost 𝐶 is defined as:

𝐶 = 𝐶𝐼 + 𝜆(𝐶𝛿𝑢 +𝐶𝛿𝑣) (20)

In the last, we apply the winner-takes-all strategy on the cost volume
𝐶, and follow the depth refinement mechanism proposed in [19] to
get the final dense depth map 𝐷𝑜𝑢𝑡 .

5 EVALUATION
5.1 Experimental Setup
In this study, we implement a prototype of our proposed DoCam
on the mainstream smartphones whose built-in camera equipped
with a lens-shift OIS module, and evaluate the performance of the
output depth map. The whole videos for the depth map estimation are
captured in the resolution of 1440 × 1080 with 30 frames per second.
We also record the 6-axis IMU readings with the maximum sampling
rate synchronously. A laptop equipped with an Intel i7-10875H
2.80GHz CPU with 32.0GB RAM, and an NVIDIA GeForce RTX
2060 with a 6.0GB VRAM was used for the whole postprocessing
computation.

To verify the depth estimation performance of the DoCam, we
applied the infrared ToF sensor, Azure Kinect [4], to collect the
ground-truth depth information. In details, we calibrated the rela-
tive camera pose of the test camera and the IR camera built in the
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Figure 8: Experiment setup: Do-
Cam, stereo camera system, and
Azure Kinect

(a) Speaker power with 1𝑊 (b) Speaker volume with 5𝑊

Figure 9: Gyroscope readings altered when the
speaker played acoustic injection signals with differ-
ent power

Figure 10: Integrity of the built-in gyro-
scope readings vs. speaker output power.
The external speaker is 10𝑐𝑚 away from
the testing cameras

Kinect, and remapped the depth map to the test camera’s view. Mean-
while, we built a stereo RGB depth system with another stationary
smartphone for performance comparison, and the relative camera
pose of the two smartphones were also calibrated beforehand for
the stereo depth estimation algorithm [49]. The experiment set up is
shown in Fig. 8. Note that if not specifically instructed, the following
experiments were conducted with a tripod.

5.2 Micro Benchmark
5.2.1 Parameter Selection in Speaker Volume. Applying acous-
tic injection to MEMS gyroscopes requires an appropriate acoustic
signal frequency as well as signal energy sufficient to create a pres-
sure wave capable of affecting the mass driver. Fig. 9 presents two
example axes of the gyroscope readings of the Moto Z that is fixed
on the tripod, when using an external speaker (YAMAHA HS5) to
perform acoustic injection with 1𝑊𝑎𝑡𝑡 and 5𝑊𝑎𝑡𝑡 volumes respec-
tively. The results in Fig. 9(a) show that when the acoustic signal
is not energetic enough, the sensing mass in the gyroscope cannot
resonate sufficiently which causes the final output reading (red line)
to be incomplete sin wave pattern (black line).

We measure the signal integrity score by calculating the Euclidean
distance between the normalized gyroscope readings and the ex-
pected sin wave, and the smaller score means the better signal in-
tegrity. We adjust the different volumes of testing device, and record
the relationship between the integrity score and the speaker output
power in the Fig. 10. The results show that the output power 5𝑊
can be satisfied among the mainstream mobile phones released in
the past three years [1]. We also test some mainstream phones with
the outstanding built-in speakers, i.e.Xiaomi 10 Ultra, Xiaomi 11,
and Xiaomi 11Pro, to play corresponding .wav files with different
volumes. The results in the Table 1 show that when modulating
the speaker volume as ≥ 20%, the built-in gyroscope readings can
be controlled well on the experimental smartphones. However, too
much energy of acoustic injection signals makes the gyroscope
readings vary more, which causes the OIS module to exceed the
maximum compensation range. We selected a representative cam-
era (Xiaomi 10Ultra) to evaluate the depth estimation performance
under the different volume settings, the depth maps generated with
different volumes were shown in Fig. 11. It can be noticed that too
little volume (e.g., 10%) leads to insufficient movement of the lens,
making the estimated depth map perform poorly; too much volume
(e.g., 100%) causes our SfOM algorithm to make errors in estimating
camera poses based on gyroscope readings and further results in an
unsatisfied depth map. In the following experiments, we modulated

Volume 5 % 10 % 20 % 40 % 80 % 100 %

Score 0.107 0.076 0.015 0.009 0.007 0.004
Table 1: The average integrity scores of the built-in gyroscope
readings under different speaker volumes. The smaller score,
the better controlling performance

Figure 11: Dense depth map results generated with different
speaker volumes and shooting modes

the speaker volume of the test smartphone as 40% to achieve the
regular control of the lens motion in the OIS-camera.

5.2.2 Duration Determine of Handhold Shooting. To verity
the effectiveness of the OIS module on compensating the hand shake,
we hire eight volunteers to hold the Xiaomi 10 Ultra in turns and
record the video of the calibration checkerboard at a distance of one
meter for 6 seconds. Then we analyze the max average pixel shift of
feature tracking points (corners of each boxes in the checkerboard)
between the offset frames and the reference frames. The results are
shown in Table 2, we find that the small ranges of the hand shake
within 2 seconds could be well compensated by OIS, with ≤ 0.5
pixels tracking error. In the following experiments, our proposed sys-
tem only records the frames within 2 seconds after the user presses
the shutter in the handhold shooting scenarios, and these frames are
then for the depth estimation. We give an end-to-end comparison of
depth estimation in the cases of handheld and with tripods. The cor-
responding depth maps in Fig. 11 prove that our system is naturally
suitable for handheld shooting scenarios.

Duration (s) 0 ∼ 1 1 ∼ 2 2 ∼ 3 3 ∼ 4 4 ∼ 5 5 ∼ 6
Error (Pixel) 0.0123 0.136 0.577 1.15 4.1354 5.363

Table 2: Performance of the OIS module to compensate for
camera shake when handheld shooting
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(a) Number of iterations. (b) Average reproject error.
Figure 12: Quantitative analysis of camera pose estimation under eight scenes
with and without the OIS-controlled signals and rolling shutter compensation
respectively

Figure 13: Influence of the number of offset frames
on quality of depth reconstruction in terms of the
reprojection error

Figure 14: Dense depth map results generated with different
number of the offset frames

5.3 Methodology Evaluation
5.3.1 Effectiveness of the Proposed SfOM. To verify the use-
fulness of our proposed SfOM, we perform quantitative analysis
under various shooting scenes and presented the results in Fig. 12.
Note that, during the dataset collection, we capture one reference
frame and 30 offset frames during each scene shooting; during the
bundle adjustment, the lens control coefficients (𝑎𝑥 ∼ 𝑏𝑦) are treated
as unknown and initialized as the corresponding values described
in Sec. 4.1.3. The experiment results show that our proposed SfOM
algorithm can indeed work well on the uncalibrated camera and
provide two advantages (1) it requires fewer iterations to figure out
the optimal solution because of the strong constraint imposed by
the OIS-controlled lens motion; (2) the output of camera poses also
provides higher precision with the smaller reprojection errors. Mean-
while, we also verify that the rolling shutter compensation indeed
help to improve the precision of camera pose estimation.

5.3.2 Depth Quality and the Number of Offset Frames. Our
work remains essentially a multi-view stereo (MVS) based depth
estimation scheme where we focus on the micro-baseline caused by
the lens motion. Thus, we vary the number of offset frames during
the depth estimation with two types of modes, one represents a
pre-calibrated camera with the known lens control coefficients, and
the other is an uncalibrated camera with the unknown lens control
coefficients. The experimental results are shown in Fig. 13. For
the cameras with pre-calibrated OIS parameters, we observe the
reprojection error is small enough with 5 offset frames. For the
cameras with unknown OIS parameters, we find that the reprojection
error decreases to the minimum value when the number of offset
frames is 15. However, when the offset frame number increases
from 15 to 50 in the handheld shooting scenario, the additional

camera motion brought by handshake cannot be compensated by
the OIS itself and causes the lens motion controlled by the acoustic
injection to bring wrong constraints, resulting in the no convergence
in solving the camera pose with bundle adjustment and bad depth
reconstruction (see Fig. 14). In practical application scenarios, for
the pre-calibrated cameras, we set the offset frame number as 5 to
obtain the high-quality depth map; for the uncalibrated cameras, we
set offset frame number as 15.

5.4 Qualitative and Quantitative Evaluation on the
Output Depth Maps

For the qualitative and quantitative evaluation, we compare our
dense depth map results with those obtained from a deep-learning
monocular depth estimation (Adabins [5]), a conventional depth
estimation from small motion (DfUSMC [19]), a conventional stereo
depth estimation method [6, 49] and a hardware-based solution
(Azure Kinect). For each shooting scene, we firstly recorded the
reference frame of the shooting scene with the test OIS-support
camera while the lens was stationary, and the stereo frame was
recorded by the auxiliary camera simultaneously. Then, we used the
acoustic injection to drive the lens motion and recorded the entire
video to collect the multiple frames with OIS-controlled moving
lens. In the last, we moved the smartphone around 5 𝑐𝑚 deliberately
to generate the adequate baselines for DfUSMC.

We present the end-to-end comparative results of depth maps for
two outdoor scenes and two indoor scenes in Fig. 15. The qualitative
comparison results show that DoCam yields the best performance
than the other depth estimation algorithms. For Adabins, a supervised
learning model, it lacks generalization and cannot recover the 3D
information for the unseen complex scenes. For DfUSMC, the main
reason for its unsatisfactory performance is that the conventional
SfM algorithm is unable to recover the exact camera poses during
the small motions caused by the handheld camera. For the stereo
camera system with the known baseline (16 𝑐𝑚), the accuracy of
depth estimation is mainly rely on the correspondences of featured
points. However, stereo observation with one fixed location makes
the depth estimation performance unstable. In contrast, our proposed
DoCam can improve the accuracy of the correspondences of featured
points to some extent, thanks to the multiple observations from
offset frames. When combined with the precise information of the
lens motion (i.e., camera pose) under the OIS-controlled geometry
constraints, DoCam can finally obtain the accurate dense depth maps
of the shooting scenes.
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(a) Reference frame (b) Adabins (c) DfUSMC (5𝑐𝑚) (d) Stereo (16𝑐𝑚) (e) Ours (≤ 3𝑚𝑚) (f) Ground truth (Kinect v3)

Figure 15: End-to-end dense depth map comparison of our proposed DoCam and other depth estimation systems

We also quantitatively analyze the performance of depth estima-
tion methods with the ground truth obtained from Azure Kinect. In
details, for each valid pixel (i.e., non-black pixels in Fig. 15(f)), we
calculate the error between the estimated depth and GT to obtain
the average accuracy as one metrics. We also add R10 and R20
as another two metrics for the better understand the performance
evaluation among depth estimation methods, where R10 and R20
are the percentage of pixels that have a estimation error of less than
10% and 20% of the maximum depth value (i.e., 5𝑚). The results are
listed in Table 3, it shows that our proposed DoCam also performs
best in the quantitative analysis.

Metrics Adabins DfUSMC (5𝑐𝑚) Stereo (16𝑐𝑚) Ours
Accuracy(%) 35.1 14.5 75.4 87.9

R10(%) 41.34 17.56 83.56 93.12
R20(%) 63.57 47.11 91.03 99.04

Table 3: Qualitative evaluation of different depth estimation
algorithms using the ground truths from Azure Kinect

6 APPLICATIONS
In this section, we discuss a number of potential applications for
DoCam. We mainly list two main application scenarios. The first is
the surveillance/IP cameras, which are fixed in position and view.
These cameras are usually equipped with OIS to prevent shaking due
to road and wall vibrations [11]. By using the ubiquitous speakers
around the cameras, such as the broadcast speakers, to play the
inaudible acoustic injection signal to drive the OIS module to control
the lens motion, our system can be deployed to predict the depth
information of the scene and further prompt object localization
application. The second is the smartphone cameras that supports
OIS. Our system allows the user to obtain the photo-consistent depth
map by holding the smartphone without moving any distances, i.e.,
like pressing a single shutter. The depth information can enable
applications, such as live face authentication and digital refocusing .

Object Localization. We pre-calibrate the test camera and utilize
our proposed DoCam to output depth map for each reference frame
with 5 offset frames, the less offset frame number enables the local-
ization system to track the moving object. In the object localization,
we utilize the mask R-CNN [22] to detect the target human and use
the average depth of the pixels in the center of the human detection
box in our output depth map to calculate the average distance. The
same approach is applied to obtain the ground truth distance from
the registered depth map output from Azure Kinect. The experimen-
tal results show that our system can obtain a localization error of
approximately only 0.71 𝑚 with the sensing range of 5 𝑚 in both
indoor and outdoor scenes.

Live Face Authentication. Authentication with the user’s face
is very common in mobile apps. However, in most cases, 2D RGB
cameras without IR sensors or dot projectors can easily be fooled by
photos/videos displayed on screen (e.g., grabbed from social media).
Therefore, liveness detection is significant to the face authentication.
Prior related work [13] utilized the smartphone screen to implement
the liveness detection via illuminating a user’s face from different
directions. With the help of our proposed DoCam system that turns
a RGB camera into a depth camera, we can also realize the sim-
ilar liveness detection. Fig. 16 shows the depth maps of a user’s
photo shown on the smartphone screen and a live face of the user
respectively, the results verify the effectiveness of the DoCam when
recognizing the live faces.

Digital Refocusing. The reconstructed depth map can also en-
hance the mobile photography that are nearly impossible with a
single color image. We use the 3D reconstruction information to
simulate different aperture effects or synthesize new views. To test
our depth map is good enough for such applications, we generate the
refocusing results of the reference image from different focus point.
As shown in Fig. 17, the generated depth map can clearly show the
depth change (i.e., from close to far) of the objects in the scene.
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Figure 16: Liveness detection in face au-
thentication

Figure 17: Refocusing results based on the
depth maps output from DoCam

Figure 18: Limitations of DoCam on the
dense depth estimation

7 DISCUSSION AND LIMITATIONS
In this section, we discuss the limitation of DoCam and the practical
issues that may happen during the usage.

7.1 Computational Time
To generate an accurate dense depth map from one reference frame
and 15 offset frames (1920 × 1080 resolution) with the micro-scale
stereo baseline caused by the OIS-controlled lens motion, the imple-
mentation of our proposed SfOM algorithm takes about 4− 6𝑚𝑖𝑛. In
the current version of our system implementation, we cannot realize
the real-time depth map estimation due to the lack of the algorithm
computation optimization. However, there are some possible solu-
tions to increase the frame rate of our system. For scenarios that
require high frame rates, we can first reduce the output depth map
resolution to 360× 270; then, we can optimize the algorithms for fea-
ture extraction, tracking and bundle adjustment stages respectively,
and use CPU/GPU parallelization techniques (e.g., Gipuma [16]) on
the final dense stereo matching to decrease computational time and
achieve a high frame rate on the depth estimation.

7.2 Depth Sensing Accuracy and Range
Unlike conventional MVS algorithms, DoCam enables good depth
map estimation due to the precise camera pose recovery with the OIS-
controlled lens motion. In addition to camera pose, correspondence
is another significant factor affecting the performance of DoCam
in estimating depth. We list three instances of inaccurate depth esti-
mation brought by the wrong correspondences. (1) Reflection and
shadow will lead to corresponding inaccuracies. Box 1 of Fig. 18
gives an example of error depth estimation in the mirror region
of the chair. (2) Repetitive patterns also bring the incorrect corre-
spondences. Box 2 in Fig. 18 gives two examples of error depth
estimation in the repeated patterns – lake surface and bridge rails. (3)
Particularly distant objects bring great difficulties to the correspon-
dence solutions. Box 3 in Fig. 18 shows inaccurate depth estimates
for distant clouds, which are predicted to have the similar depth
values as bridge rails.

Sensing range of the monocular stereo based depth estimation
algorithms is proportional to the length of the baseline. Although
the baseline of DoCam is micro (≤ 3𝑚𝑚), with the help of a priori
knowledge of OIS-controlled lens motion and more precise cor-
respondences brought about by multiple observations from offset
frames, our system can achieve a maximum depth range of 5𝑚 with

10% accuracy. Although our proposed DoCam will have a worse
accuracy in the far range, the 5𝑚 of depth sensing range with guar-
anteed depth resolution enables abundant applications.

7.3 Nearby Smartphones and Ambient Noises
In the scenario where users are close to each other (e.g.,50 𝑐𝑚)
and use DoCam at the same time, the acoustic injection from the
user’s smartphone speaker will not cause interference to other users
around. There are mainly two points to explain this phenomenon:
(1) MEMS gyroscope in the different smartphones have different
resonant frequencies [47], and its readings are hardly be altered by
the acoustic injection signals played by the other smartphones; (2)
Even if two users use the same model of smartphones at a distance
of 50 𝑐𝑚, in this case, it is unlikely for one smartphone’s speaker
to interfere with the other smartphone’s gyroscope readings due
to the strong attenuation of the acoustic signals. We conducted an
experiment with two smartphones (Xiaomi 11) with the volume set
to 100%, and we found that only when the distance between the
two phones was too close (e.g., ≤ 10 𝑐𝑚), there exists interference
between each other. However, when the two smartphones are 50 𝑐𝑚
apart, the interference is completely ignorable.

For the interference of ambient noises, since our proposed DoCam
uses acoustic injection signals at frequencies in the inaudible band
of the human ear, only the ambient signals that are particularly close
to the resonance frequency of the gyroscope (e.g., 18795± 20 𝐻𝑧 for
Xiaomi 11) will interfere DoCam. However, such high frequency
ambient noises do not often exist frequently in daily life [14].

8 CONCLUSION
In this paper, we dig into the potential of the existing OIS techniques
in depth sensing and propose DoCam, the first work that utilizes
the OIS-controlled lens motion to perceive metric depth of scene.
Our system is able to achieve high-quality depth estimation with-
out additional camera movement, making it particularly suitable for
scenarios where the camera is fixed and requiring surrounding 3D
information. We finally present how DoCam can facilitate new appli-
cations when only a single OIS-supported RGB camera is available.
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